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Current Mayor Architectures

PROPIETARY ARCHITECTURES

X86
- Intel
- AMD

LICENCEABLE ARCHITECTURE
ARM

- Samsung
- Apple

- …

OPEN 
ARCHITECTURES

- RISC-V
- OpenPOWER



© 2018 IBM Corporation

IBM Cognitive Systems

POWER9

3



© 2018 IBM Corporation

IBM Cognitive Systems

4

OpenPOWER Foundation (members @ 09/2019)

https://openpowerfoundation.org

https://openpowerfoundation.org/
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Engagement 3Q18 4Q18 1Q19 2Q19 3Q19 4Q19
SPT – JR P9 2S Sforza On Track PON
Prophet ATCA P8 Blade On Track PON
Inventec – P9 2S LanYang OCP LaGrange On Track

IPS P9 Mihawk LaGrange On Track

Wistron P9 Mihawk LaGrange On Track

Swift P9’ 2S (large SCM) On Track PON
Raptor P9 1S(sForza) BlackBird On Track GA

Yadro– MSI S1881 4S P82U On Track

Raptor P9 1S(LaGrange) Vulcan On Track Concept

Yadro P9 2S Sforza On Track GA

P9’ 1S Modular (Small SCM) On Track PON

New /Pending Discussion Concept Design Power ON Ship Ready Total

1 0 2 3 7 29 39

Wistron P9 2S Sanji (HOLD)
Foxconn P9 2S2U Longleaf(HOLD)
Gigabyte P9 MI91 (HOLD)
TGM P9 Bintel (HOLD)

RackSpace BE NG2 –P9 2S OCP 
LaGrange
Inventec P9 LanYang OCP LaGrange
IPS P9 Mihawk LaGrange
Raptor P9 1S(Sforza) BlackBird
Prophet – P8 ATCA Blade

Swift P9’ 2S(large SCM)
SPT JR P9 2S Sforza
Yadro P9 2S Sforza
Raptor P9 1S(LaGrange) Vulcan

Witherspoon P9 Monza
Zaius – Google P9 LaGrange
Romulus – 2SP9 eATX Sforza
SM 2S P9 Ultra – Boston Sforza
IPS 2S2U P9 Dubai Sforza
Raptor P9 Talos II Sforza
Wistron P9 Mihawk LaGrange
Palmetto, Google P8,
Firestone –P822LC, Wistron Polaris
Zoom 2S 2U P8, 4U P8
Habenaro – P812LC, Tyan
Tyan 1S2U
Neucloud 2S2U
Jabil SABA
Barrelleye
SM 2SP8 DTU 1U& 2U
Garrison/Minsky P8NVLink, Polaris Plus Wistron
Inspur 2S/4U P8
Tyan 2S2U P8
Wistron 1S P8NVLink Sea Pony
Supermicro P8DNU 2S2U P8NVLink
RTDS
SPT – 1SCP1 Yangzi River
SPT – 2SCP1 Yellow River
Yadro - MSI S1881 4S P8 2U
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OpenPOWER – Partner Engagement Summary (2018)
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P9’ 2S Yadroo (Storage)
RTDS P9 Sforza

SKHynix
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The TWO most POWERFUL HPC systems: Summit & Sierra

The United States Department of Energy together with Oak Ridge National Laboratory and Lawrence
Livermore National Laboratory have contracted IBM and Nvidia to build two supercomputers, the Summit and
the Sierra, that are based on POWER9 processors coupled with Nvidia's Volta GPUs. These systems went
online in 2018.

http://www.teratec.eu/actu/calcul/Nvidia_Coral_White_Paper_Final_3_1.pdf

IBM Summit #1 !!

IBM – Total Pangea III #5 !!

IBM Sierra #2 !!

http://www.teratec.eu/actu/calcul/Nvidia_Coral_White_Paper_Final_3_1.pdf
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Part of Mare Nostrum 4
• 3 Racks
• 54 Power9 Systems

• 54 AC922 servers
• 4x Nvidia V100
• 512 GB RAM

• 6.4 TB NVMe storage
• 1.48 Pflops !

BSC Mare Nostrum 4
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IBM's Pangea III is the world's most powerful commercial supercomputer
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Total’s Supercomputer Ranked First in 
Industry Worldwide

The new IBM POWER9-based supercomputer (25 PFLOPS & 
50 Pbytes) will help Total more accurately locate new resources
and better assess the potential of new opportunities.

According to Total Pangea III requires 1.5 Megawatts, 
compared to 4.5 MW for its predecessor system. Combined
with the increased performance of Pangea III, Total has reported
that they have observed that the new system uses less than
10% the energy consumption per petaflop as its predecessor.

• Higher Resolution Seismic Imaging in exploration and 
development phase

• Reliable Development and Production Models
• Asset Valuation and Selectivity
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MIT SATORI “Sudden Enlightment”
IBM POWER9 + NVIDIA
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https://researchcomputing.mit.edu/satori/home/
satori.mit.edu is the name of a new scalable AI oriented
hardware resource for research computing at MIT. It is made
possible by a donation through IBM Global Universities
Program. Provided as a gift from IBM it will help further the
aims of the new MIT Stephen A. Schwarzman College of 
Computing and other campus initiatives that are combining
supercomputing power and AI algorithmic innovation.

• 64 IBM Power 9 Nodes
• 256 NVidia V100 GPUs
• EDR Infiniband
• 2PB storage
• 8TB GPU memory
• 64 TB main memory
• IBM Power AI Software
• Cloud Integration

https://researchcomputing.mit.edu/satori/home/
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https://researchcomputing.mit.edu/satori/home/
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Program. Provided as a gift from IBM it will help further the
aims of the new MIT Stephen A. Schwarzman College of 
Computing and other campus initiatives that are combining
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The Best Server for Enterprise AI

IBM® Power System™ Accelerated Compute Server 
(AC922) 
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OPEN SOURCE
Density, speed-up, 
compaction of the 

most ubiquitous open 
source engines

OPEN POWER
250+ OpenPOWER
members co-design 
around the core to 

accelerate cognitive 
and general workloads

Innovation from an 
ecosystem of partners 
across the stack 
and open to the core

OPEN CAPI
Laying the groundwork 

for faster coherent 
open interfaces to 

attach to accelerators

+++ ++++++

OPEN FRAMEWORKS 
The industry’s most 

ubiquitous Cognitive/AI 
frameworks - optimized 

and accelerated. 

+++
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AC922 System buses and components diagram

32 -140+GB/s

64GB/s

OpenCAPI
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Open POWER moves to Linux Foundation
IBM Demonstrates Commitment to Open Hardware Movement
https://openpowerfoundation.org/?resource_lib=power-isa-version-3-0

• Open POWER ISA (instruction set architecture)
• Microwatt (Power ISA soft core)

• Open CAPI (coherent acelerator processor interface)

• OMI (Open Memory Interface)

https://openpowerfoundation.org/the-next-step-in-the-openpower-foundation-journey/
https://www.talospace.com/2019/09/a-beginners-guide-to-hacking-microwatt.html

https://openpowerfoundation.org/?resource_lib=power-isa-version-3-0
https://openpowerfoundation.org/the-next-step-in-the-openpower-foundation-journey/
https://www.talospace.com/2019/09/a-beginners-guide-to-hacking-microwatt.html
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OpenCAPI
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• What is OpenCAPI?
• OpenCAPI is an Open Interface Architecture that allows any microprocessor to attach to

• Coherent user-level accelerators and I/O devices
• Advanced memories accessible via read/write or user-level DMA semantics

• Agnostic to processor architecture
• Key Attributes of OpenCAPI

• High-bandwidth, low latency interface optimized to enable streamlined implementation of attached 
devices

• 25Gbit/sec signaling and protocol built to enable very low latency interface on CPU and attached device

• Complexities  of coherence and virtual addressing implemented on host microprocessor to simplify attached 
devices and facilitate interoperability across multiple CPU architectures

• Attached devices operate natively within an application’s user space and coherently with processors
• Allows attached device to fully participate in application without kernel involvement/overhead

• Supports a wide range of use cases and access semantics
• Hardware accelerators
• High-performance I/O devices

• Advanced memories

• 100% Open Consortium / All company participants welcome / All ISA participants welcome
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Scale Out
Direct Attach Memory

POWER9 Family Memory Architecture
Scale Up
Buffered Memory
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Low latency access
Commodity packaging form factor

Superior RAS, High bandwidth, High Capacity 
Agnostic interface for alternate memory innovations

OpenCAPI Agnostic Buffered Memory “OMI”
Near Tier
Extreme Bandwidth
Low Capacity

Commodity
Low Latency
Low Cost

Enterprise
RAS
Capacity
Bandwidth

Storage Class
Extreme Capacity
Persistence
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19 https://www.nextplatform.com/2018/08/28/ibm-power-chips-blur-the-lines-to-memory-and-accelerators/

Somewhere in a possible future… (16 ways POWER9 server using OpenCAPI?)

https://www.nextplatform.com/2018/08/28/ibm-power-chips-blur-the-lines-to-memory-and-accelerators/
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20 https://www.nextplatform.com/2018/08/28/ibm-power-chips-blur-the-lines-to-memory-and-accelerators/

Somewhere in a possible future… (24 GPU server using OpenCAPI/NVLINK?)

https://www.nextplatform.com/2018/08/28/ibm-power-chips-blur-the-lines-to-memory-and-accelerators/
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21 https://www.nextplatform.com/2018/08/28/ibm-power-chips-blur-the-lines-to-memory-and-accelerators/

Somewhere in a possible future… (512TB Storage Class Memory using OpenCAPI?)

https://www.nextplatform.com/2018/08/28/ibm-power-chips-blur-the-lines-to-memory-and-accelerators/
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Somewhere in a possible future…

OpenPOWER X
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“The Only Stupid Question is 
the One You Don’t Ask”


