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HPC and AI in hybrid cloud environmentswith HPE GreenLake
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WHEN WE WERE YOUNG



CONSIDERATIONS FOR WORKLOAD PLACEMENT
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Today85%
of HPCimplementationsare outside thepublic cloud1

1 Source: Hyperion research 2022

Challenges Requirements

Latency
Appentanglement

Data size &gravity
IP Protection

Egresscharges

Performance
Expert-ledimplementation/migration
LeveragecloudopportunisticallyOptimal use ofcomputeresources

Resiliency
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HPE GREENLAKEEDGE-TO-CLOUD PLATFORM
EDGES COLOCATION / DATACENTERS CLOUDS

Pay-per-use1Self-service Scale upand down Managedfor you

1Reserve may apply

THE CLOUD THAT COMES TO YOU



Simplicity and speed with cloud modulesHPE GREENLAKE FOR HPC
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ServersOptimized HPC & AIserver infrastructure w/Intel CPU & GPUoptionsStorage
Parallel & enterprisestorage options
Interconnect
HPC interconnects

HPC workloadmanager,HPC containers &orchestration

Software
CLOUD MODULES

Mix and match computeand storage modules

Validated andoptimized forperformance

Supports multipleHPC/AI/ML workloads



• HPE Cray and Inteltechnologies deliveringthroughputunprecedented in a cloudservice

NEW HPEGREENLAKE FORHIGHPERFORMANCECOMPUTING
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Extensive HPC Partner ecosystem of value-added software and servicesintegrate with HPE GreenLake for HPC by a partner program, with carefullydesign business interfaces
HPE Apollo 2000/6500Systems
GPUEnhancement
HPE Slingshot

HPE Parallel File System Storage

Lower entry point

More flexibility to open up AI, Machine Learning andmore HPC techniques

Support for NVLINK, NVIDIA A100, A40, A30 inincrements of2–4–8 accelerators
Cray networking technology with extremely high speed,tunable Ethernet-based interconnection superchargingperformance
Scalable, high performance storage system that canmatch the other components, deliveringunprecedented throughput
Reduce risk of introducing HPC, test workloads withHPE GreenLake for HPC and scale as needed



• Hybrid Options
WHY IT MATTERS
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Flexible Hybrid models for customers, offer elasticity of theirHPE GreenLake for HPC service

HPE GreenLake for HPC-to-private cloud based on HPEGreenLake for HPC or to-a public cloud
Multi-cloud connector APIs (Hybrid Cloud APIs) that we willpublish and drive to become industry standard on how toprogram submitting HPC jobs to a diverse pool of computing
Ability to orchestrate data-center scale workflows with user-defined policies to determine best computing target where toexecute a job
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Multi-Cloud Connector Workflow-aaS
Performing hybrid capability tosubmit jobs to an external cluster

User Portal
HPC MultiCloud Connector

GreenLake Central
APIs*

HPC Scheduler
APIs**

On-Prem
Reserved+Variable

Multi-Sites
CoLo SuperComputing

Centers
Public Cloud
(AWS,GCP)

* APIs: job submission, resourcefiltering ** APIs: on-boarding,provisioning

Identity & AccessManagement
TargetResourcesOn-Boarding

User Workflow PortalAPIs APIs

Applied to different verticals:• Manufacturing-aaS (d3View)• HC and LS-aaS (3D structures of biomacromolecules)• Large scale training-aaS (SmartSim/Determined.ai)

Resources Required

Available Compute Target List

Considerations
(Price/Perf/Location/Licences, etc…)

Job Submission

HPC MultiCloud Connector
GreenLake Central

Job
Co

nsu
mp

tion



Advisory &ProfessionalServices

GreenLakeManagementServices

WHAT IS UNDER THE HOOD?
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HARDWARE SOFTWARE SERVICES

Managementserver

Compute

Network

Storage

Managementsoftware

Storage

Compute

- Equinix,CyrusOne, DigitalRealty- Trials (on-going)

Co-location /trials

- HPCM/CMU- OneView(firmware)

- Ezmeral DataFabric- HPE Parallel FileSystem Storage(IBM SpectrumScale)

-Singularity/Podman
- HPCM/CMU
- SLURM
- SLES 15SP2

- GL Gateway 2.0XL170r- GL ControlPlane 2.0(Keymaker)

- Slingshot

- Local NVMe- Hybrid DL320

- CPU: Apollo 2000-LH DenseCompute Modules-Multi-GPU module-Standard computeusing DLs withIntel-GPU: Apollo 6500-DL GPU support

- IT ServiceManagement,SystemOperations andAdministration- SupportServices- HPC-SpecificSupport Services(Data integration,VDI integration,etc.)
- ContainerAdoptionServices- Virtual DesktopInfrastructure(VDI)- CustomerPortals- Storage andDataManagement

Flexible Mix & Match of Compute &Storage GreenLakeStandardMandatoryServicesManaged &Operated byHPEGreenLakeManagementServices
CompleteCare

Terms:3-4-5 years

VariableUsage:70% to100%Metered oncore/hourGPU hoursand GB

+
GreenLakeStandardServiceOptions

Optionalservices:A&PSConsulting

+
Configuration Examples

Multi-Site

+ SharedBuffer CoLo /Private orSpecializedCSP (Pilot)

Public CSP

HybridModelOptions

GreenLakeSales
HPEHPCSales

HPEAccountSales
HPC PartnerPilot release

Sales Motions

Compute

Racks Nodes Cores
1 16 1024
2 48 3072
3 80 5120
4 112 7168
5 144 9216
6 176 11264
7 208 13312
8 240 15360

Storage
Racks TypicalStoragenodes

Total UsableStorage inGB
1 to 2 5 508’000
2 to 4 8 687’000
4 to 6 16 1’685’000
6 to 8 28 2’976’000

GPUs
Racks # of GPUssupported
1 2-40
2 42-80
3 82-120

A&PS HPCClusterManagementService
Networkintegrationservices



HPE GreenLake platform changes the experienceAN END-TO-END HPC AND AI EXPERIENCE
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Launch &monitor HPCjobs

Configure the cluster View costs and usage

Forecast capacity

Meter costsand usage

HPCADMIN

HPCADMIN
CIO/LOB

HPE GreenLake Central



• To take advantage of cloud technologies for HPC/AI-native infrastructure
• To use large scale infrastructure for HPC and AI workloads
• To provide on-demand computing capacity without changing the software stack
• To have tailored or highly configurable software and workload deployments
• To abstract the complexity of running the same application in different HW and SWinfrastructures
• To have the ability to run user-defined software stacks using containers
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WHY IS CONVERGENCE OF HPC, AI, AND CLOUD IMPORTANT?
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CONVERGED SLURM/KUBERNETES CLUSTER

Login node

Slurm K8s

kubectl

kbatch

slurmd
K8sworker

slurmd
K8sworker

K8sworker
K8sworker

slurmd

slurmd

Partition 1 Partition 2 K8s

K8s batch K8s interactive

HPC

slurmd

slurmd

slurmd
K8sworker

slurmd
K8sworker

kbatch –N 3 job2.yml

sbatch –N 2 job1.sh

[N3, N4, N5]

slurmd
K8sworker

slurmd
K8sworker

node1 node2 node3

node4 node5 node6

salloc –N 3

job2

job2 job2

job1 job1

JupyterLab…



Cloud modules• HPE Parallel file system storage,Slingshot and GPUs• HPE Ezmeral ContainerPlatform— integrated support forSlurm and Singularity• MLOps, AI integrated
• Visualization use cases; workflow• Additional workload focus EDA,CFD, FSI, Biomedical, moleculardynamics

• Additional workload focusSeismic, Weather forecast, highcontent screening, FSI riskmanagement

VISION: BASIC TO EXASCALE
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MVP Expand Exascale
HPEGreenLakeServicescapabilities

Platformreleases

Key usecases

• HPC GreenLake Centralintegration• Cost analytics• Self Service interface Manageclusters and batch queue• Optional A&PS Services available

• End user Integration to HPEGreenLake Central• Metering enhancements includingshow back• Simple quoting tool integration• Public, private cloud integration

• HPC Customer portal integrations• Specific ISV platforms• New UoMs for HPC clusters.More granularity (core, memory,IO, bandwidth, latency andcapability-based) UoM• SLA/QoS-based billing

• HPE Apollo• Standard storage• Aruba interconnect
• Cray compute, storage options• Autoscaling of resources with anycombination of standard andpremium offerings• Flexible storage layers (HPEEzmeral DF, HPE Parallelfilesystem, Intel DAOS)

• Ansys/CAE• Others opportunistically

Initial platform Expanded HPC reach Exascale platform
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